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FDA APPROVAL
111 products

CLINICAL TRIALS
6,300 products 

PRE CLINICAL
11,000 products

DRUG DISCOVERY
~108 products
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SYNTHESIS
Can we buy it, is it from available building 
blocks, or do we need to hire a medicinal 

chemist?

TOXICOLOGY
Is this compound reasonably safe?

INTERESTING?
Does this compound inhibit or interact with 

the target?

COMPOUND  
DISCOVERY

Mining massive building block or de-novo 
generated libraries

Target based compound 
screening 1060 estimated drug-like compounds



GOAL:
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Design an intelligent system to screen a space of drugs efficiently and intelligently. 



Bind or not?

5

SecondsDocking MinutesEnergy 
Minimization HoursSimulation

Experimental

CPU CUDA CUDA
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Time

Compute Intensity

Docking

Minimization

Nanosecond simulation

A pipeline unit

Deep Learning 
System

Sampling pipeline

Determining if analysis should continue



Pipelining discovery and screening



Simulation: Estimation of Properties
Update ML

Models

Active 
Learning 

Prioritization

ML Property Prediction Pipeline

ML Generator of Candidates

Filter
Candidates

ML

UQ Scoring 
and 

Optimization

Experiment: Estimation of Properties

LAYERED WORKFLOW 

Pure ML “constant time” (fast loop) Mixed/Variable time (slow loop)



3.3 Billion 
Molecules

Training set
SMILES, SELFIES

2-D Images,  
2-SDF, 3-SDF, etc.

Tumor
Features

RNAseq, SNPs
Drug Response

Predictive Models

Inference Mode w/UQStreaming 
Joiners

N-copies M-copies

Q-copies

R-copies

Descriptors
Database

Tumor
Drug

Response
Database

Prioritized
Laboratory Experiments

Predicted
Responses

for each
Molecular
Candidate

Molecular
Features

Estimators
Descriptors, FPs

Molecular Candidate
Generators

I-VAE, JT-VAE, RL-VAE,
GVAE, GANs, etc.

> 20,000 candidates/s < 1000 candidates/s 10s per drug

Modified for simplicity*
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PROPERTY PREDICTIONS
Images, 3D surfaces
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EXAMPLE: ML FOR DOCKING SCORING
Interested in the left tail
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2% 98%
What is r2 score if we just 
guess everything in that right 
tail is clipped at the normal 
distribution? 0.75

Your balanced accuracy? 50%
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Here is $100,000, find 
five interesting beta 
lactamase inhibitors 

• Each experiment cost $1,000
• Your boss wants to find leads at the 

very early stages.

Bob, the experimentalist 
Bob’s experiments cost a lot of money
Bob has been working for the company for 10 years

He finds 2 interesting compounds
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Here is $100,000, find 
five interesting beta 
lactamase inhibitors 

• Each experiment cost $1,000
• Your boss wants to find leads at the 

very early stages.

10 experimental data points, randomly

10 experiments he should run

Alice, the ML hacker

Bob runs 20 experiments, cost $20,000 –but he found 5 leads!



Alice, the ML hacker

The r2

value was 
0.2

Metrics measure distance in spaces, not real life goals, 
objectives
Dreams desires, etc! Especially, not on skewed distributions
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Best x% of of your 
experimental values

Best x% of of your 
predicted values

How many values?

Here is $100,000, find 
some interesting beta 
lactamase inhibitors 

• Each experiment cost $1,000
• Your boss wants to find leads at the 

very early stages.

10 experimental data points, randomly

10 experiments he should run



Replicating Lyu et al. Giga-Docking with 200x less CPU compute
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Trained message-passing network with 500K ampC

What if we replace the need to simulate every molecule?

*preliminary work, first  approximation of a good model

Screen 10% of molecules, 
get all of the top 0.1%

Screen 1% of molecules,  you’ll
Have 50% of the true top 1%

Screen 1% of molecules,  you’ll
Have 70% of the true top 0.05%
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GPU

10,000 per second

100 s/s100 s/s100 s/s100 s/s

Super fast, modern 
generative algorithms

Single threaded algorithms for CPU 
post-processing

Even slower simulations

IBM AC922, 6 GPU node. Balanced
Heavily towards GPU, not CPU

1 SMILE per second

5000 Seconds per smiles



RNN SMILES Modeling
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Gupta, Anvita, et al. "Generative recurrent networks for de novo drug 
design." Molecular informatics 37.1-2 (2018): 1700111.



In order to keep GPUs and CPUs hot, unique stream of molecules 
needs to stay constant
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Database,
ExperimentsTop 

0.001%



DRUG DISCOVERY HIGH THROUGHPUT
SCREENING

Generating 
Drug Leads

• Generative Neural 
Networks

• Language modeling
• Graphical models

• Simulation surrogate 
models

• Uncertainty calibrated 
• Ranking Neural networks

Database 
of Leads



Simulation: Estimation of Properties
Update ML

Models

Active 
Learning 

Prioritization

ML Property Prediction Pipeline

ML Generator of Candidates

Filter
Candidates

ML

UQ Scoring 
and 

Optimization

Experiment: Estimation of Properties

LAYERED WORKFLOW 

Pure ML “constant time” (fast loop) Mixed/Variable time (slow loop)



THANKS!

25


	Integrating High-Performance Simulations and Learning toward Improved Cancer Therapy
	Slide Number 2
	Slide Number 3
	Goal:
	Bind or not?
	Slide Number 6
	Pipelining discovery and screening
	Layered workflow 
	Slide Number 9
	Slide Number 10
	Property predictions
	Slide Number 12
	Slide Number 13
	Example: mL for docking scoring
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Drug discovery 
	Layered workflow 
	Thanks!

