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Quantitative	Imaging	Network

The	network	is	designed	to	promote	research	and	development	of	quantitative	
imaging methods	for	the	measurement	of	tumor	response	to	therapies	in	
clinical	trial	settings,	with	the	overall	goal	of	facilitating	clinical	decision	
making.	
Grant	arose	from	the	collaborative	projects	as	part	of	QIN
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Project	Goal:	

Make	radiology	imaging	data	more	accessible	to	
non-imaging	scientists
Support	reproducible	research

Platform	
Development

••Challenge	
management
••Data
••Users

••Dockerized
Code

••Execution	
engine

••Evaluation
••Visualization

Algorithm	
Development

••Sites
••CUMC
••Moffitt
••MGH
••Stanford

••Image	analysis
••Segmentation
••Radiomics

Host	Challenges

••QIN
••QIBA
••Community
••Societies
••SPIE
••AAPM
••MICCAI



Why	“challenges”?

• Reproducibility	is	an	issue	in	all	aspects	of	medicine
• Algorithm	performance	often	not	replicated	by	other	sites

• Access	to	clinical	data	of	sufficient	variety	can	be	a	challenge	for	
(computational)	scientists	developing	algorithms
• Can	evaluate	the	performance	of	techniques	on	real,	noisy	clinical	
data
• Test	data	(sequestered)	can	provide	indication	of	algorithm	
generalizability	to	unseen	data
• Allows	for	cross-pollination	of	methods	from	other	domains
• Best	algorithms	can	be	translated	into	commercial	products
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Challenge	options

•Traditional	model	(most	Kaggle challenges	including	
recent	lung	data	science	bowl)
• Training	and	test	data	available,	results	uploaded

•Code	submission	
• Upload	code	as	executable/python	script

•Containerized	code	submission	(e.g.DREAM
challenge	for	digital	mammography)
• Docker	submissions	(can	be	too	large!)
• (Private)	docker registry



Limitations	of	traditional	model

•Datasets	to	large	to	be	moved	around
•Some	data	may	be	too	sensitive	to	share	(PHI)
• Limited	reproducibility	when	participants	provide	
just	results	and	not	code
• Easier	to	“cheat”

•Cannot	compare	algorithm	efficiency	(and	how	
should	we	compare	alg A	with	95%	Dice,	24	hours	
run	time	with	alg B	at	93%	Dice,	2.4s	run	time)
•Cannot	compare	algorithms	performance	on	
unseen,	new	data



Need	to	transition	to	cloud-based	evaluation

•Algorithms	move	to	data
•Share	executables/code/VM/Docker
•Participants	never	see	test	data
•Code	can	be	run	on	new	(prospective?)	data



System	components

Leverages	open	source	projects	including	R,	CodaLab,	ePad,	Slicer,	QIICR,	
Docker,	









Options	of	submitting	code

• Upload	Docker	
• Pull	Docker	from	(public/private)	registry	



Feature	pipeline	output



Radiomics	Workflow

• b



Updates	on	algorithms

• Dockerized implementations	of	
• Lung	field	segmentations
• Lung	nodule	segmentation
• Radiomics	pipelines
• Deep	learning	feature	extractions
• Classification

• Evaluation	workflow	language	options	



CUMC	algorithm

•Lung	lesion	segmentation:	
• random	walk-based	algorithm
• image	is	modeled	as	a	graph
• Seed	point	provided	by	user

•Quantitative	image	features
• tumor	size,	shape,	margin	spiculation,	sharpness,	density	
distributions	(histogram-derived),	texture



Moffitt	Radiomics	pipeline

• Implemented	in	C++	and	requires	VTK,	ITK	libraries
• 186	features
• 181	are	texture	features	and	5	are	size	features

• Texture	features:	Laws, Wavelet,	Co-Occurrence,	Run	length.
• Size	features	describe	volume
• All	the	features	are	3D

• The	size	of	the	docker container	~6Gb.	If	repository	with	the	docker is	
available,	then	the	system	will	automatically	download	one	at	the	
first	call



Moffitt	Deep	Feature	– Transfer	Learning

• ImageNet	Pre-trained	CNN	(VGG	architectures)

• One	slice	per	patient	that	has	the	largest	tumor	area

• Extracted	features	from	last	convolution	layer	(Before	and	after	applying	ReLU)

• Previous	result	using	Quantitative	(hand-crafted)	features	only		– Max	accuracy	
77.5%	(AUC	-0.713)

• Experimented	with	Deep	features	only	(	5	and	10	features		using	Relief-f	and	
Symmetric	uncertainty)		- Max	accuracy		82.5%	(AUC-0.778)	– Decision	Tree	
classifier	– 5	features

• Experimented	by	merging	Quantitative	(hand-crafted)	features	with	Deep	
features	(	5	and	10	features		using	Relief-f	and	Symmetric	uncertainty)	- Max	
accuracy		90%	(AUC- 0.935)	– Naïve	Bayes	Classifier– 5	deep	features+	5	
quantitative	features



Stanford	feature	pipeline

Feature	extraction	pipeline	–extracts	features	given	image	
+segmentation



3D	Digital	Biopsy:

21

Reference	Standard 3D	Digital	Biopsy



MGH	radiomics	pipeline

• Python	package	available	as	pip	install	qtim_tools
• qtim_tools.qtim_features.extract_features(folder,	outfile)

• Python	notebook	with	tutorial
• Phantoms



MGH	tumor	segmentation

Currently	evaluation	large	retrospective	dataset

RADIOLOGIST DEEP LEARNING



Deep	learning	(in	progress)

• Predicting	status	of	IDH,	1p19q	etc using	deep	learning
• Survival	analysis
• Grade	classification	



Challenges	supported

• Computational Precision Medicine at MICCAI 2016 and 2017
• Liver challenge
• Digital pathology challenge



QIBA	CT	Virtual	Clinical	Trial	Grand	Challenge

• Compare	performance	of	lung	nodule	segmentation	algorithms
• Compare	synthetic	lesion	insertion	methods
• Sponsored	by	QIBA	CT	volumetry group

• Number	of	commercial	participants	(who	desire	anonymity)



Substantial	difference	between	algorithms		

Only	4/8	groups	meet	
QIBA	profile	
specification	for	bias



Interactive	graphics

Developed	using	R/shiny/WebGL

Effect	of	lesion	shape Effect	of	insertion	protocol



QIN	Interval	challenge

• 100	patients	from	NLST	(lung	cancer)
• 50	malignant/50	benign

• Two	visits	each
• 7	algorithms	(2	semi-automatic)
• Segmentations	provided
• Volume	change	as	a	biomarker



Analysis	and	visualization



QIN	labs	– BMMR	challenge

Retrospective	analysis	of	ISPY/ACRIN	clinical	trial	data
Potential	to	use	best	methods	in	prospective	trial



SPIE-AAPM-NCI	Prostate	challenge	

• Challenge	to	identify	quantitative	MRI	biomarkers	for	the	
determination	of	Gleason	Grade	Group	in	prostate	cancer



Radiomics	“challenge”

• Radiomics	pipelines	on	lung	nodules
• 52	lesions	from	41	CT	studies
• Range	of	shapes	and	sizes
• 3	segmentation	algorithms,	3	runs	each

• 8	radiomics	pipelines
• CUMC,	PM,	Stanford,	UCLA,	Iowa,	U	Mich,	USF,	MGH

• Participants	submitted	features	and	feature	dictionary



Radiomics	terminology

Developed	categorization	of	radiomics	features



This image cannot currently be displayed.



Graphical	model	of	CC	between	features

Unexpected	correlations	uncovered
Lack	of	correlations	between	supposedly	identical	features	discovered

http://lung-nodule-feature-explorer.s3-website-us-east-1.amazonaws.com/



Unexpected	correlations

• Texture	features	were	highly	correlated	with	size	
• Should	they	be?



Lack	of	Normalization

Features	suffering	from	lack	of	
normalization	will	primarily	reflect	voxel	
count	and	volume.



Lack	of	Normalization

Features	suffering	from	lack	of	
normalization	will	primarily	reflect	
voxel	count	and	volume.



Implementations	can	agree	(or	not)

Texture	features	(contrast)	varies	significantly	by	implementation



Lack	of	Agreement

Different	sites	measuring	the	same	
feature	are	not	well-correlated,	
impeding	reproducibility.



Next	steps	for	radiomics	feature	
standardization

• International	effort	for	texture	features	underway
• Standardization	of	feature	terminology,	mathematical	definition
• Definition	based	and	data-driven

• Prescribing	minimal	set	of	information	to	be	for	reproducibility
• Quantization,	directions,	pre-processing,	normalization,	treatment	of	edge	
pixels



Summary

• Challenges	and	benchmarks	can	be	important	in	image	analysis,	
radiomics and	radiogenomics.	
• The	C-BIBOP	facilitates	conducting	of	challenges	and	benchmarks
• Moving	algorithms	to	data	is	a	new	paradigm	
• Containerization	of	algorithms	facilitates	sharing	of	code	and	
workflows
• Exploring	CWL	and	WDL
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Example	challenges





Interval	Challenge	visualization


