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Data	Statistics

Labels	 Annotations	 Avg. Annotation	Length

ADE 905 1.51

Indication 1988 2.34

Other SSD 26013 2.14

Severity 1928 1.38

Drugname 9917 1.20

Duration 562 2.17

Dosage 3284 2.14

Route 1810 1.14

Frequency 2801 2.35



Duplication:	A	challenge	for	Data	Mining

• Previously	showed	that	40%	EHR	content	was	duplicated
• We	define	three	types	of	duplications
• Exact	copy	and	paste
• Approximate	copy	and	paste
• Event	repeat

• Our	findings:
• 23%	events	were	duplicated
• However,	only	6%	ADEs	were	duplicated

Jagannatha and	Yu.	2017.	Duplication	of	data	in	clinical	narratives	in	electronic	health	records.	AMIA	submission	2017.



Bidirectional	RNNs
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Jagannatha and	Yu.	2016.	Bidirectional	recurrent	neural	networks	for	medical	event	detection	in	Electronic	Health	Records.	NAACL	2016.



Results

Models Recall Precision F-score

CRF-nocontext 0.6562 0.7330 0.6925

CRF-context 0.6806 0.7711 0.7230

LSTM-sentence 0.8024 0.7803 0.7912

GRU-sentence 0.8013 0.7802 0.7906

LSTM-document 0.8050 0.7796 0.7921

GRU-document 0.8126 0.7938 0.8031

Strict	Evaluation	results	for	micro	averaged	Recall,	Precision	and	F-score.	All	results	use	
ten	fold	cross	validation.		

Jagannatha and	Yu.	2016.	Bidirectional	recurrent	neural	networks	for	medical	event	detection	in	Electronic	Health	Records.	NAACL	2016.



LSTM-CRF

Jagannatha and	Yu.	2016.	Structured	prediction	models	for	RNN	based	sequence	labeling	in	clinical	text.	EMNLP	2016.

Models	/	Metrics Strict	Evaluation	(Phrase	Based) Relaxed	Evaluation	(Word	Based)

Recall Precision F-score Recall	 Precision F-score

Bi-LSTM 0.8101 0.7845 0.7971 0.8402 0.8720 0.8558

Bi-LSTM-CRF 0.7890 0.8066 0.7977 0.8068 0.8839 0.8436

Bi-LSTM-CRF-pair 0.8073 0.8266 0.8169 0.8245 0.8527 0.8384

Approx-Skip-Chain 0.8364 0.8062 0.8210 0.8614 0.8651 0.8632



Assertions

Li	and	Yu.	2017.	A	hybrid	neural	network	model	for	joint	prediction	of	medical	presence	and	period	assertions	in	clinical	notes.
AMIA	submission	2017.



Residual	network	for	multi-task	learning

Li	and	Yu.	2017.	A	hybrid	neural	network	model	for	joint	prediction	of	medical	presence	and	period	assertions	in	clinical	notes.
AMIA	submission	2017.



Li	and	Yu.	2017.	A	hybrid	neural	network	model	for	joint	prediction	of	medical	presence	and	period	assertions	in	clinical	notes.
AMIA	submission	2017.



Four	New	Deep	Learning	Models

• Neural	Tree	Indexers	(EACL,	2017)
• Neural	Semantic	Encoders	(EACL,	2017)
• Reasoning	NN	(ICLR,	2017)
• Meta	Networks	(ICML,	2017)



Neural	Tree	Indexers

• LSTM	models	learn	from	the	sequence
• Syntactic	tree	structure	(recursive)	has	shown	improved	performance
• However,	syntactic	tree	structure	may	be	difficult	to	obtain	especially	
in	EHR	narratives	and	therefore	we	introduce	Neural	Tree	Indexers

Munkhdalai and	Yu.	2017.	Neural	Tree	Indexers	for	Text	Understanding.	EACL	2017.



Munkhdalai and	Yu.	2017.	Neural	Tree	Indexers	for	Text	Understanding.	EACL	2017.



Neural	Semantic	Encoders

Munkhdalai and	Yu.	2017.	Neural	Semantic	Encoders.	EACL	2017.



Results:	
Answer	sentence	selection

• Task:	select	correct	answer	sentence	from	a	
candidate	set	to	answer	a	question

Munkhdalai and	Yu.	2017.	Neural	Semantic	Encoders.	EACL	2017.



Multi-step	reasoning

Munkhdalai T	and	Yu	H.	Reasoning	with	Memory	Augmented	Neural	Networks	for	Language	Comprehension.	ICLR	2017.



Results

Munkhdalai T	and	Yu	H.	Reasoning	with	Memory	Augmented	Neural	Networks	for	Language	Comprehension.	ICLR	2017.



Meta	Networks

Munkhdalai T	and	Yu	H.	Meta	Networks.	ICML	2017.	



Meta	Networks	on	One	Shot	Learning

Munkhdalai T	and	Yu	H.	Meta	Networks.	ICML	2017.	



How	Intelligent	is	a	NLP	System?
• Introducing	Item	Response	Theory
• Recall/Precision/Accuracy	assume	all	items	are	equally	
difficult/easy
• In	reality,	some	items	are	easy	and	some	items	are	hard
• Use	IRT	as	an	alternative	evaluation	metrics

Lalor,	Wu	and	Yu.	2016.	Building	an	Evaluation	Scale	using	Item	Response	Theory.	EMNLP	2016.



Item	Response	Theory

j:	Individual
i:	Item
:		j’s	ability	

ai:	discrimination	parameter
bi:	difficulty
ci:	guessing	parameter		

Lalor,	Wu	and	Yu.	2016.	Building	an	Evaluation	Scale	using	Item	Response	Theory.	EMNLP	2016.



Evaluation	by	Population	Intelligence

Lalor,	Wu	and	Yu.	2016.	Building	an	Evaluation	Scale	using	Item	Response	Theory.	EMNLP	2016.



Separating	Difficult	Items	from	Easy	Ones

Lalor,	Wu	and	Yu.	2016.	Building	an	Evaluation	Scale	using	Item	Response	Theory.	EMNLP	2016.



Learning	with	Easy	and	Difficult	Items



Dissemination:
• EHR	ADE	NLP	Challenge
• AMIA	2017	Pre-

Symposium
• W20:	A	Practical	Introduction	to	

Deep	Learning	Methods	in	Python

• Invited	Seminars	
• Columbia	University,	Computer	Science
• NYU,	Computer	Science
• FDA
• MIT	Lincoln	Lab
• Brigham	&	Woman
• Umass-Lowell,	Computer	Science
• Umass-Boston,	Computer	Science
• Umass-Amherst,	Nursing
• Umass Medical	School,	Medicine
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